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Abstract. The ever-increasing amount of security vulnerabilities dis-
covered and reported in recent years are significantly raising the con-
cerns of organizations and businesses regarding the potential risks of
data breaches and attacks that may affect their assets (e.g. the cases
of Yahoo and Equifax). Consequently, organizations, particularly those
suffering from these attacks are relying on the job of security profes-
sionals. Unfortunately, due to a wide range of cyber-attacks, the iden-
tification of such skilled security professional is a challenging task. One
such reason is the “skill gap” problem, a mismatch between the security
professionals’ skills and the skills required for the job (vulnerability dis-
covery in our case). In this work, we focus on platforms and processes
for crowdsourced security vulnerability discovery (bug bounty programs)
and present a framework for the representation of security professional
skills. More specifically, we propose an embedding-based clustering ap-
proach that exploits multiple and rich information available across the
web (e.g. job postings, vulnerability discovery reports) to translate the
security professional skills into a set of relevant skills using clustering in-
formation in a semantic vector space. The effectiveness of this approach
is demonstrated through experiments, and the results show that our ap-
proach works better than baseline solutions in selecting the appropriate
security professionals.

Keywords: Bug Bounty Programs and Processes - Skills Representation
- Embeddings Models - Ethical Hackers - Cyber Security.

1 Introduction

The advancement in the Web 2.0 technology and its widespread use in virtually
all types of businesses has increasingly exposed us to security threats and cyber-
attacks during the last years. These attacks result in several security breaches
events targeting not only individuals but giant organizations including the US
Department of Defence®, JP Morgan* and many more. Perhaps, among these, the
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most notable is the Equifax data breach, which exposed the sensitive information
of 147 million people, with an estimated settlement of ~650 million US dollars®.

In response to these security breaches, organizations are increasingly relying
on security professionals (SecPros) and investing in their services through secu-
rity crowdsourcing platforms and processes (i.e. bug bounty programs) to find
and address security vulnerabilities [2]. A bug bounty program offers rewards to
external parties (through crowdsourcing) allowing them to perform a security
assessment of their assets (e.g. software, hardware) [9].

These bug bounty programs are a useful complement to existing internal se-
curity programs and widely accepted by organizations [19]. Additionally, due to
the nature of crowdsourcing, organizations are benefitting from its speed and
the vast pool of available SecPros with diverse skills and expertise. For instance,
one study [31] found that through these outsourced programs, a greater number
of vulnerabilities can be found, and more quickly compared to the time required
by in-house testers making the process more time- and cost-effective. However,
despite the large pool of these SecPros, there is a lack of sufficiently skilled cy-
bersecurity professionals [26]. For example, the MIT Technology Review® and
Cybersecurity Venture” predicted that the demand for cybersecurity profession-
als is expected to increase by 350 per cent, from one million in 2013 to 3.5 million
in 2021.

There could be many reasons for skills shortages, one of the main ones being
the “skills gap” problem [7], that is, a mismatch between the skills of security
professionals and the skills required for a particular job (vulnerability discovery
in our context). Secondly, the different types of vulnerabilities require different
levels of skills and expertise [2]. For example, Web application vulnerabilities
require knowledge about the software itself, networking protocols, Web frame-
works, and vulnerabilities that target Web technologies.

To address the aforementioned challenges, it is essential that SecPros get se-
lected for tasks based on their skills. In turn, having the right SecPros assigned
to tasks contributes to making bug bounty programs and processes successful. In
this context, we propose an embedding-based clustering technique, which trans-
lates the SecPro skills into a set of relevant skills using clustering information in
the semantic space. Firstly, the data related to SecPros skills is collected from
heterogeneous, multiple sources and grouped them as semantically correlated
clusters in an embedding space using clustering algorithms [15]. Then, when a
vulnerability discovery task is presented, it is placed (vectorized) in the same em-
bedding space as the skills. Lastly, the cosine distance between clusters of skills
and a task vector is computed to either recommend a set of skills, or SecPros
for the task. The core of our approach is the representation of a task and skills
in the same embedding space, which helps to mitigate the “skill gap” problem.

5 https://www.nytimes.com/2019/07/22/business/equifax-settlement.html
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The rest of the paper is structured as follows. Section 2 introduces our ap-
proach to representing security professionals’ skills. The experiments and eval-
uations are presented in Section 3. Section 4 provides background information
and related work on general and crowdsourced approaches for skills extraction
and representation. Finally, Section 5 provides concluding remarks and future
work.

2 Representing Security Professionals’ Skills and
Recommending to Vulnerability Discovery Task

This section presents our proposal for representing SecPros skills and recom-
mending them to vulnerability discovery task. Fig. 1 presents an outline of our
framework.
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Fig. 1. Overall Framework

Our proposed framework exploits the heterogeneous information available
across the Web such as job postings, resumes from job search portals, and com-
plements these with other notable sources such as the skills declared on SecPros
profiles across different platforms (e.g. Cobalt). More precisely, our approach
consists of two phases (see Fig. 1):

— Skills Representation. This phase collects the SecPros’ skills related in-
formation scattered across the Web. Then, by leveraging the property of
word embeddings [20], we represent them in a semantic space via clustering.
The generated skills clusters are then stored offline for further use by the
following phase.

— Task-SecPro Matching. This phase represents the vulnerability discovery
task in the same space as the skills (built in the previous phase). Then, this
representation is matched with either expertise of SecPros or skills to find
appropriate SecPros for the task.

In the following sections, we discuss in more details each of these two phases.
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2.1 Skills Representation

Skills Collection. Skills collection consists of four steps: (i) Identification of
skills sources, (ii) extraction of skills from identified sources, (iii) pre-processing,
and (iv) normalization and validation of the extracted skills.

(i) Identification of skills sources. Skills can be extracted from multiple
sources, including job postings (e.g. job descriptions and requirements section)
from job portals (e.g. CareerBuilder.com), technical/skills sections in online re-
sumes (e.g. indeed.com), and self-declared skills list from various platforms (e.g.
LinkedIn, Cobalt). In this work, we prefer to use “skill phrase” (also called
n-grams [3]), considering that skills are often made up of multiple-words (e.g.
“penetration testing”, “source code review”). After the identification of skills
sources, the next step involves the extraction of skill-related phrases.

(i) Extraction of skills phrases. The literature offers several techniques for
the extraction of skills phrases. For example, [13] used Term-Frequency Inverse-
Document-Frequencey (TF-IDF) [5] to extract relevant and essential keywords
from job descriptions and resumes. Likewise, LinkedIn argued in [3] that users
on LinkedIn use a comma-separation technique to provide a skills list in the
“skills and expertise” section (e.g. “Java”, “SQL”, “Reinforcement Learning”).
They utilized the comma-separated technique for identification and extraction of
skills phrases. Similarly, we use TF-IDF and topic modelling [4] techniques to ex-
tract the important keywords representing the skills set of SecPros from notable
sources (i.e. vulnerability discovery report, job descriptions). Furthermore, we
also utilize the comma-separation technique and Web scrapping methods when
necessary (e.g. in case of the self-declared skills list).

(#ii) Pre-Processing. We apply basic text pre-processing techniques to make
our collected skill phrases available for further processing. These techniques in-
clude the removal of stop words, converting the whole dataset to lowercase and
lemmatization. More importantly, frequently occurring words (e.g. knowledge,
proficient, team-oriented in job requirements), are discarded as they can act as
outliers and make the skills data noisy [14].

(iv) Normalizing and validating the extracted skills phrases. The goal
of this step is to retain the valid skills phrases and discard any other keywords
that are not valid skills phrases. As mentioned previously, the skills phrases are
human-generated (job postings, resumes), and everyone has different ways of
expressing them (i.e. different representations of the same concept/skill). For
example, some may prefer to write a vulnerability type as “XSS”, and others
may write it as “Cross-Site Scripting”. As a result, there could be a great deal
of redundancy in the users’ skills set.

We apply a normalization technique to express them in a standard (base)
form. An example of a base form would be penetration testing, pen testing, and
pen test into penetration testing. However, the lemmatization is usually done
through Wordnet [21], which is a general-purpose database and, as expected,
does not have specialized terminology. Likewise, there are several skills knowl-
edge bases available to validate skill phrases, such as O*Net (used by US public
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recruitment services) [6], and ESCO (a European skills taxonomy)®. Neverthe-
less, all these skills knowledge bases are for general purpose recruitment and do
not necessarily contain terminology that is specific to cyber security domain.
To tackle this problem, we utilize Wikipedia open search [14], and tags (Stack
Overflow and Stack Exchange), and also rely on keywords from our previous
work dataset [24] and other cybersecurity domain-specific sources (e.g. National
Institute of Standard and Technology (NIST)?).
Skills Representation via Clustering. This step involves a semantic repre-
sentation of skills phrases to reduce the skill gap problem. To do so, we present an
embedding-based clustering method. Embedding models, more precisely, word
embeddings, generate a dense, continuous, low-dimensional representation of
words from the raw corpus in an unsupervised way [20]. The words (in our case,
skills phrases) that have a similar context or semantics have close embeddings
in the vector space. These vectors of skills phrases are further represented using
clusters so that similar and semantically coherent skills should be in the same
cluster. The assumption is that, since word embeddings span a semantic space,
the clusters based on word embeddings would give a higher semantic space for
the skills phrases [8].
Clustering. A cluster is a collection of items that are similar to each other
and dissimilar to other clusters’ items [15]. Clustering is essentially an unsuper-
vised, machine learning method and is mainly used to classify unlabeled data.
Examples of applications of clustering include text analysis, pattern recognition,
segmentation (image processing) and collaborative filtering. Recently, it has been
used successfully to represent taxonomies for topics based on academic papers
[29] and experts finding [8].
Generating Clusters. Given m number of skill phrases S = {s1,s2,....5m},
we utilize our cyber security vulnerability word embedding (SecVuln) [24] to
generate a vector representation for each skill phrase. Then, we apply a clustering
algorithm, specifically hierarchical clustering [8] to group them into k clusters,
that is, C' = {C4, C5...Cy} (e.g. C1 = {burpsuite, kalilinux, nmap, metasploit})
such that semantically correlated skill phrases belong to the same cluster.
SecPro Expertise Representation. This step represents SecPro expertise to
match it with a vulnerability discovery task. Using statistical language model-
ing [23], the expertise and skills of SecPros can be inferred from their relevant
documents (e.g. email communications or answers in Q&A web sites). In our
context, vulnerability discovery reports and self-declared skills of SecPros are
an excellent illustration of their expertise. However, as previously mentioned,
self-declared skills listed in profiles are human-generated and therefore prone to
incompleteness or bias. Therefore, after the initial collection of skills phrases, we
enriched it with the discovered vulnerabilities given in SecPros profiles.

Next, we leverage the clusters generated in the previous step to represent
SecPros in a cluster form. The purpose of this step is to recognize the unspecified
skills of SecPros. To do so, the skills phrases of each SecPro are matched with the

& https://ec.curopa.eu/esco/portal /skill
9 https://csrc.nist.gov/glossary



6 S. Mumtaz et al.

clusters of skills phrases using a simple keyword-matching algorithm. It is worth
mentioning that the matching takes place at a certain threshold (e.g. if 50% of
skills phrases are matched, then a cluster is chosen, otherwise discarded). The
clusters are further aggregated using vector averaging technique [23] to represent
the cluster as a vector. Unlike the result of skills phrases’ vector averaging, the
vector average of a clusters gives more accurate result as shown later in our
experiments reported in Section 3, having the advantage of being semantically
similar to each other.

For instance, skills phrases extracted from a vulnerability report would con-
sist of keywords with different semantics (e.g.“Persistent XSS via filename in
projects”, a title of a vulnerability discovery report on HackerOne!?). However,
the skills phrases within a cluster are already related to each other, and hence
would be more useful in accurately matching SecPros with tasks. The represen-

— = —
tations of the selected cluster vectors 8 = {Cl, Cg...c’k} are then stored offline

as a distribution over skills.

2.2 Task-SecPro Matching

The purpose of this phase is to recommend either SecPros to the given task or
skill phrases to the given task. Upon the arrival of a task to the crowdsourcing
platform (e.g. HackerOne!!), we perform similar pre-processing and keywords
extraction (from the description of task) as in the previous phase to obtain a
list of keywords T'. Then, we leverage the word embedding model to generate a
vector representation ? for the task based on the extracted keywords 7.

After obtaining the vector ?, the task matching between ? and the clusters
of skills phrases takes place using cosine similarity [5], which is defined as
follows:

. T.C
sim(T,C) = W

The similarity score ranges from [-1, 1], where the closer the value to 1 the
more relevant to the task is to the expertise of a SecPro.

3 Experiments

In this section, we present the experimental results of our approach using the
following evaluation techniques.

— Validation of cluster quality: To examine how closely the skills phrases are
related to each other within the cluster.

— Validation based on information retrieval: To determine the effectiveness of
our approach in selecting the appropriate SecPros for a given task.

10 https://hackerone.com/reports /662204
1 https://www.hackerone.com/
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3.1 Dataset

In this work, we collected data from popular job search portals such as in-
deed.com*? and monster.com'® with cyber security jobs related query (e.g. “pen-
etration testing”, “code reviews”) [26]. The collected data is further enriched
with vulnerability discovery reports from HackerOne. Specifically, we focused on
the section where the required skills are listed. Moreover, we utilized SecPros
profiles on Cobalt for collecting self-declared skills along with the vulnerabilities
they had discovered. The intuition is, if a set of skills and discovered vulnerabil-
ities appear in the same profile (co-occurred), then they are important for each
other.

Test Data. For test purposes, we select the vulnerability discovery tasks (e.g.
Sony Vulnerability Discovery Program!?) that are available on the HackerOne
platforms. It is worth mentioning here, that during cluster generation we did not
consider these tasks as a source, so that test data and training do not overlap.
Ground Truth. To examine how well our technique can determine the right
SecPro for a given task, we need to have a ground truth for comparison (between
the actual SecPros and the SecPros returned by our technique). To do so, we col-
lected the profiles of top 100 SecPros from Cobalt'®. Cobalt rank these SecPros
according to the vulnerabilities that have discovered along with the quality of
reports they submitted to the platform.

3.2 Embedding Model

We utilized the embedding model (SecVuln) built for the cybersecurity domain
in our previous work [24]. However, to cope with the new terminologies in the
job advertisements, we enriched our previous model with information extracted
from job descriptions and resumes. We followed the same parameter settings as
reported in [24].

3.3 Evaluation

Comparison Method. In order to demonstrate the effectiveness of our pro-
posed approach, we compared it with the a baseline approach, that is, the vectors
averaging technique [23].

Evaluation Metrics. To determine the effectiveness of our proposed approach
in terms of quality of clusters and retrieving the appropriate SecPro, we used the
(i) silhouette index [15], and (ii) information retrieval measure such as Precision
at N (P@QN) [5].

(i) Cluster Quality. Embedding-based clustering is expected to learn coherent
and semantically correlated skills phrases within the clusters to facilitate the

12 https://au.indeed.com/

13 https://www.monster.com/

' https:/ /hackerone.com/sony

15 https://app.cobalt.io/pentesters
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semantic understanding of these phrases. Hence, we evaluate the coherence of
clusters using a silhouette index [15]. The silhouette index indicates the compact-
ness and separation of clusters. For example, a set of skills clusters represented
by C = C1,Cs. .. Cy, consists of n number of vectors; then, the silhouette index
is given below:

5 Zn: (b; — ai)

where a; denotes the average distance of skill ¢ to other skills in the cluster,
whereas b; is the minimum of average distance of a skill b; to other skills of
clusters. The value of the silhouette index ranges from -1 to 1. A higher value
represents a better quality of clusters. In our case, the result amounts to approx-
imately 0.75, which indicates the quality of our clusters.

(ii) Precision. Precision is one of the widely used information retrieval measures
for expert finding [23], which measures the percentage of correct results (relevant
SecPro found) out of total results (total number of SecPros returned) from the
system. Formally, let R. and R, represent correct (true positives) and wrong
results (false positives) respectively. Then, precision is defined as P = R(,ECR,,,,'
Instead, Precision at N (P@QN) is the percentage of relevant SecPros found at
the top N retrieved, ranked results (e.g. P@5 shows the total relevant SecPros
until 5).

Table 1 shows that the proposed clustering-based technique perform better
compared to the baseline technique. The clustering technique has an advan-
tage over the keywords’ vector-averaging technique. For instance, vector averag-
ing technique, combines all available keywords extracted from multiple sources
(which may consist of skill phrases and other words)

Table 1. Task-to-SecPros Matching

Technique P@5|P@10
Vector Averaging 0.55 ]0.45
Clustering (our proposal)|0.60 [0.57

3.4 Discussions and Limitations

The use of keywords other than skill phrases may add noise and lead to an in-
accurate vector representation. The clustering-based approach presented in this
paper groups the semantically related skills phrases, which helps in overcoming
this problem. Furthermore, our proposed approach offers the following advan-
tages:

Skills Representation. Skills representation can help educational institutions
to address the skills gap between industry and current curriculum offerings (as
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these skills come from the ‘hands-on expertise’ of SecPros (ethical hackers)).
For instance, organizations like NIST have already initiated a program called
NICE (National Initiative for Cybersecurity Education)'6 to fill the gap; they
can further leverage our work for improvement. Secondly, the organization can
also benefit from this pool of skills; for example, they can train their internal
security (testers) on a specific type of vulnerability like Web API vulnerability.

SecPros Expertise Representation. Moreover, the representation of SecPros’
expertise can help crowdsourcing platforms, after launching bug bounty pro-
grams, to directly contact SecPros (mapping between task and SecPro expertise)
and invite them to participate.

Limitations. Despite its advantages, our approach has limitations. For instance,
to represent SecPros expertise, we rely on textual contents only, and moreover,
only one source (i.e. self-declared profiles on Cobalt) is taken into account. This
approach can be further improved by incorporating SecPros’ social activities
and their interactions on social networks (e.g. Twitter) [25] through network
embedding.

Regarding the computing of SecPro ranking in terms of their expertise, we
consider only one expertise signal (i.e. report quality on Cobalt). However, as
mentioned in [23], “expertise” is an umbrella term and comprises many signals
(e.g. SecPros certifications, platforms ranking, badges, hall of fame). Moreover,
[2] conducted a comprehensive study and found different indicators such as cer-
tifications and number of the vulnerabilities discovered as signals of SecPro ex-
pertise. Our work can leverage that study and add more signals for computing
the expertise.

SecPros data is scattered across the Web and different platforms provide
different information (expertise signals). For instance, HackerOne discloses the
reports submitted to their platform following their bug bounty policy (not every
organization discloses its reports). BugCrowd, on the other hand, provides in-
formation about the type and severity of vulnerabilities discovered by SecPros.
The key challenge here is to combine all those signals and information about a
specific SecPro from different platforms. However, the prevalence of social plat-
forms (LinkedIn and Twitter) and the presence of SecPros on these platforms
can mitigate this problem by using SecPros’ social identifiers to recognize them
on different platforms.

Moreover, we observed from experiments that the proposed clustering tech-
nique is prone to the problem of over-representation of users’ skills and expertise.
On the one hand, clustering helps in identifying any unspecified skills. However,
some clusters list skills which are not necessarily a substitution of skills. For
instance, the cluster defining the skills phrases indicates that there are different
techniques for finding vulnerabilities; they do not need to have knowledge of
all of them. As mentioned in [18], sometimes they prefer low hanging fruit and
finding vulnerabilities and utilize the tools they already have.

16 https://www.nist.gov/itl/applied-cybersecurity /nice
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4 Related Work

Our work in this direction inherits a rich ecosystem of commercial job search plat-
forms and general skills modeling techniques and draws on the insights offered
by previous works in regard to the selection of workers in security crowdsourced
platforms (bug bounty).

4.1 General Approaches for Skills Extraction and Representation

One of the most challenging tasks for any employer is the hiring of new people
from a large pool of job applications. [16] developed a system, Elisit (Expertise
Localization from Informal Sources and Information Technologies), that peruses
data from Wikipedia and LinkedIn to extract skills from text documents. The
authors claim that their approach could be easily integrated with any skills search
engine or HR automation in any automatic meta-data extraction systems.

However, the self-declared skills (e.g. those explicitly given in the LinkedIn
profile) may be incomplete or biased. To address this problem, [27] introduced
approaches to analyze individuals’ communication data (e.g. emails, discussion
forums) to infer their skills. [28] also utilized personal skill information derived
from social media platforms (e.g. Twitter) for skills inferences. They proposed a
joint prediction factor graph model to infer user skills automatically from their
connections on social networks.

Commercial Based Approaches. Several works address the skills representa-
tion in commercial job search portals for talent search using their built-in systems
[14][11]. Some of the works from notable job search portals (e.g. CareerBuilder
and LinkedIn) are described below.

CareerBuilder. To overcome the “skill gap” in the labor market, CareerBuilder
(US most prominent human capital solution) [30] [14] presented an in-house skill
terms extraction system, SKILL, for the extraction of keywords (aka skills) from
both job descriptions and users’ resumes. More specifically, in this work [14],
the authors assumed the contents of individuals’ resumes (technical section) and
job ads (descriptions) as indicative of specific skills. They utilized a well-known
algorithm, Word2vec [20] with the assumption that related skills are likely to
appear in the same documents (resumes and job ads). For instance, “Python”
would always be a programming language in their system instead of a snake.
This work has achieved almost 91% accuracy and 76% recall, and the system is
successfully deployed in multiple business intelligence projects.

As an improvement on their previous work, the authors [32] quantified the
relevance of the skills to the job titles. To do so, they used a simple yet effec-
tive technique, TF-IDF (term frequency and inverse document frequency) [5],
to measure the skills-job title relationship, assuming that a particular skill is
important if it constitutes part of the job title.

In further work, they proposed a representation learning [7] to jointly rep-
resent job titles and skills in the same vector space for skills to skill similarity
via three networks/graphs (i.e. job skill graph, job transition graph, and skills
co-occurrences graph). These graph are constructed using skills (nodes) from the
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same resume. For example, an edge is formed between skills (e.g. Data mining
and Machine learning) if they both appear in the same resume. Likewise, they
extended this work and proposed [17] a tripartite vector representation of job
posting (i.e. job, skills and location) for a better job recommendation. The vec-
tor representation of job title and the skills required for that job are added to
a personalized vector for a specific position in one vector representation. Then,
this vector is further concatenated with the location vector, and is currently
being used within CareerBuilder.

LinkedIn. LinkedIn is the world’s largest professional online social network
with 500 million users profiles, indicating their professional identity. Their tal-
ent search system is widely used by job seekers and employers and generates
approximately 65% of company revenue [11]. LinkedIn presented [3] “Skills and
Expertise” feature as a part of their current system. They built a folksonomy
(often used for categorization of contents) using a data-driven approach.

To further improve their in-house system, LinkedIn introduced another tech-
nique [11] to address the problem of personalized expertise search. More specif-
ically, this work utilized collaborative filtering and matrix factorization tech-
niques to infer the member’ skills and expertise from the existing set of skills.
Next, they combined these skills with other personalized (e.g. location, social
connections) and non-personalized (e.g. textual contents) features to rank mem-
bers accordingly against the query.

4.2 Workers (SecPro) Selection in Bug Bounty

As previously mentioned, bug bounty programs inherit all the properties of
crowdsourced platforms [19]. Hence, they have implemented the same strategies
for crowd/SecPro selection as those used by general crowdsourced platforms,
such as qualification tests [1] The qualification test is a pre-selection criterion
used to screen potential workers. It is used to assess the level of expertise of
SecPros before recruiting them for the real task of vulnerability discovery. Like
general crowdsourced platforms (e.g. Amazon Mechanical Turk), the bug bounty
platforms also ask SecPros to correctly answer the questions with already-known
solutions. For instance, [10] developed a conceptual expertise tool that relies on
a set of questions to distinguish a novice from an expert SecPros. However, it
relies on the self-declared skills and assessment of the expertise of the SecPro.
Similarly, Synack'?, a crowdsourced vulnerability discovery platform, evaluates
the SecPros through written and practical tests to ensure that candidates are
eligible to join the platform. Likewise, Upwork'®, an online freelancer market,
assesses the competency of the freelancer using prior knowledge like certification
and then determines the skills via online testing. Apart from the preliminary
tests, some organizations may also impose specific predefined criteria (e.g. eligi-
bility) for participation in the task. For instance, Mozilla bug bounty!® do not
allow their own employees to participate in any of their bug bounty programs.

7 https:/ /www.synack.com /red-team/
'8 https://www.upwork.com/
19 https://www.mozilla.org/en-US /security /bug-bounty /



12 S. Mumtaz et al.

Furthermore, some of the bug bounty platforms (e.g. HackerOne, BugCrowd)
maintain the SecPro’ profiles utilizing their details (e.g. certifications) and on-
going activities (e.g. number of vulnerabilities they have discovered, relative
ranking, and any reward they received) on the platforms. After launching bug
bounty programs, organizations may invite the top SecPros (the top 100, for
example) to participate.

Several studies have been conducted for worker/people selection in general
crowdsourcing platforms. However, to the best of our knowledge, we did not
come across any such work for security crowdsourced platforms (bug bounty)
other than empirical studies. For example, [31] performed an empirical study
to determine the characteristics of SecPros. Their study focuses on the tools
and methods used by SecPros for discovering vulnerabilities and the type of
vulnerability is common in the community. They determined how SecPros ap-
proach vulnerability discovery task. However, their study did not explore the
criteria for SecPros’ expertise indicators to accomplish the task. On the other
hand, [12] investigated the heterogeneity among the SecPros participating in
crowdsourced vulnerability discovery tasks. The authors discovered that there
are two different types of SecPros participating in crowdsourced vulnerability
discovery. Most SecPros are non-project-specific (i.e. submit vulnerabilities to
multiple tasks) and are different from traditional SecPros who work on specific
projects (i.e. submit vulnerabilities only to tasks that they are interested in mak-
ing the software secure). However, unlike the previous approaches, [1] conducted
a comprehensive empirical study to determine SecPros expertise indicators to
improve the quality of software vulnerability discovery.

Keeping the limitations of previous works in mind, our study aimed to pro-
pose computational techniques for skills representation and task matching for
crowdsourced vulnerability discovery platforms and processes (bug bounty pro-
grams).

5 Conclusion

In this paper, we addressed the skills gap problem in the context of platforms
and processes for crowdsourced vulnerability discovery by proposing a word
embedding-based clustering method for skill representation. The key to our ap-
proach is the representation of skills phrases and task keywords in the same
semantic space to minimize any differences and offer the best mapping between
them. To this end, by combining different and multiple skills-related information,
we create an embedding space that incorporates the syntactic and semantic rela-
tionship between skills, SecPros expertise and vulnerability discovery tasks. The
clustering algorithm further grouped them in semantically correlated groups.
Furthermore, we have conducted experiments that demonstrate the effective-
ness of our approach in finding the promising SecPros for vulnerability discovery
tasks. These encouraging results open up opportunities for improving people-to-
task assignment in crowdsourced vulnerability discovery processes and programs.
Directions for future work include the use of additional sources that can help
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improve our skills representation model as well as as the integration of other
indicators as identified in [1].
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